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A B S T R A C T   

Existing predictive learning analytics models have exclusively relied on aggregate data which not only have 
obfuscated individual differences but also made replicability and generalizability difficult. This study takes a 
radical departure and uses a person-specific approach to predicting and explaining students' self-regulation 
(SRL). A person-specific approach entails developing a predictive model for each individual using their own 
data (i.e., idiographic, single-subject or N = 1). We also use explainable and interpretable artificial intelligence 
(AI) models that allow us to identify the variables that explain students' SRL and guide data-informed decisions. 
Our study has shown that idiographic single-subject models are tenable, informative, and can accurately capture 
the individualized students' SRL process. Predictions varied vastly across students regarding accuracy and pre
dictors. The traditional average model did not match any student regarding the predictors' order. These findings 
are a testament that the “average” is rare and often does not represent any individual student. The variability in 
our study has shown that no single model can accurately and reliably capture all students. To account for the 
unique learning processes of individual students, idiographic methods could provide a solution. 
Educational relevance statement: Individualized artificial intelligence is feasible and reliable and can help un
derstand each person using their own data. Using idiographic models, we can deliver solutions that are precise, 
accurate and interventions that are more likely to work.   

1. Introduction 

Learning analytics emerged at the outset of the last decade to harness 
the opportunities created by the abundance of students' data. The 
premise was that big data with massive computing power and advanced 
methods would bring major breakthroughs and help deliver real-life 
impact (Siemens, 2013). A large number of learning analytics applica
tions have been developed ever since; among those, predictive analytics. 
Researchers would collect logs of students' online behavior —e.g., views 
of learning resources, social interactions, and assessment work— to 
build a predictive model to flag potential underachievers (Macfadyen & 
Dawson, 2010; Shafiq et al., 2022). Identifying an underachieving stu
dent early in a course paves the way for proactive intervention (Saqr 
et al., 2017). Several studies have reported successful prediction of un
derachievers within convenience samples (i.e., samples with conve
niently accessible data) (Ifenthaler & Yau, 2020). However, replicating 
or applying these findings in other contexts (i.e., portability) has been 
disappointing (Gašević et al., 2016). Such difficulty in replication was 

attributed to contextual variabilities, learning design, and more impor
tantly to individual differences (Saqr et al., 2022). This is because 
existing predictive models rely on aggregate data collected from different 
students that obfuscate individual differences and personal variabilities 
(Bobrowicz et al., 2024; Saqr et al., 2024). In doing so, the aggregate 
models perform well in general but not in any particular case. These 
shortcomings call for a paradigm shift that prioritizes the person where 
the learning process takes place to create individualized person-specific 
models (Beltz et al., 2016; Saqr & Lopez-Pernas, 2021). It stands to 
reason that if the person is our concern, then, the methods we should use 
are person-specific (Molenaar & Campbell, 2009), which remains a gap 
that our study aims to fill. 

This study takes a radical departure from the existing status quo and 
uses a person-specific approach to predicting and explaining students' 
self-regulation. Self-regulation significantly enhances student perfor
mance and interventions promoting self-regulation have shown a posi
tive impact on academic achievement across various settings, including 
classrooms, online environments, and workplaces (J. Broadbent & Poon, 
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2015; Heikkinen et al., 2022). A person-specific approach entails 
developing a predictive algorithm for each individual student using their 
own data (i.e., idiographic models) (Beck & Jackson, 2022). By idio
graphic models, we mean single-subject (N = 1) machine learning 
models trained exclusively on each individual's data where the results of 
the analysis are specific to the modeled individual (Soyster et al., 2021). 
Building predictive algorithms at the resolution of the single student 
paves the way for precision education which puts the power of person- 
specific artificial intelligence in the hands of learners (Cook et al., 2018). 
We use explainable AI models to reveal the factors that explain student's 
self-regulation, and thereby could guide data-informed decisions 
(Khosravi et al., 2022). Further, we assess the similarities and differ
ences between individual student models (idiographic models) and 
traditional machine learning models (models created from all aggregate 
data). The research questions of this study are: 

RQ1: (a) To what extent can idiographic machine learning models 
predict students' self-regulation of effort, metacognition, motivation, 
and enjoyment? (b) How much does the prediction vary across different 
students and models? 

RQ2: What are the most important predictors of learners' self- 
regulation and how do they differ among students? 

RQ3: How do individual machine learning models compare to 
traditional models? In other words, to what extent does each idiographic 
model (single subject) compare to the traditional model (all data) in 
terms of explanatory variables? 

The remainder of this study is structured as follows. The next section 
is the Background of the study and discusses the challenges of prediction 
in education and offers an overview of idiographic methods, how they 
differ from existing approaches as well as group-to-individual general
izability which is —at least partially— implicated in existing challenges 
in prediction. The Background section also establishes the theoretical 
grounding of the aims of the current study and presents a review of 
previous research. The subsequent section describes the methodology 
followed in the study, including the participants, the data collection, and 
the data analysis. Next is the Results section, followed by a Discussion 
section, the Limitations of the study, and a Conclusions section with 
some closing remarks. 

2. Background 

2.1. Challenges in predictive learning analytics 

Studies examining the portability of algorithms across contexts 
found that —even within the same program— courses have different 
predictors that are not shared by any two courses (Finnegan et al., 2008; 
Gašević et al., 2016). Studies using data from the same program, with 
the same pedagogical and curricular design found that some predictors 
were relatively consistent across course iterations (e.g., session count), 
while others yielded different results between iterations of the same 
course offering (Saqr et al., 2022). One year, the predictor was positively 
associated with students' performance and, another, such association 
was non-existent. 

The failure to replicate or transfer results across contexts is not 
limited to education. In fact, several large-scale replications have raised 
concerns about generalizability in social science research in what is 
referred to as a “replicability crisis” (Hagger et al., 2016; Klein et al., 
2018; Open Science Collaboration, 2015; Plesser, 2018). Researchers 
have cited the “usual suspects” and pitfalls in research rigor, methodo
logical issues, contextual differences, and publication bias among others 
(Hagger et al., 2016; Hernández-García et al., 2024; Open Science 
Collaboration, 2015). Most importantly, individual differences, hetero
geneity, and lack of group-to-individual generalizability (i.e., how re
sults from group-based research generalize to individuals) have been 
recognized as major contributing factors to the elusive generalizability 
(Bryan et al., 2021; Jovanović et al., 2021). Addressing these issues may 
help improve research results, individualize learning, and offer precise 

educational solutions (Hamaker, 2012; Saqr & López-Pernas, 2024). In 
our study, our focus centers on group-to-individual generalizability and 
we aim to provide solutions that entail the creation of individualized 
person-specific models. 

2.2. Group-to-individual generalizability 

Research is commonly performed using aggregated data from a 
group of individuals (often referred to as nomothetic). The tacit 
assumption is that, if we use a representative sample, inferences made 
from the aggregated group-based data can capture the population and 
therefore, can be used to generate laws and norms that apply to 
everyone (Hamaker, 2012; Valsiner et al., 2009). Statistically speaking, 
such inferences assume that capturing inter-individual variance across 
many individuals “yield the same results as an analysis of intra
individual variation” (Molenaar & Campbell, 2009, p. 112). For this 
assumption to hold, the examined phenomenon must be ergodic, that is, 
equivalent across individuals (i.e., invariant and homogeneous across 
the population) and stable over time (stationary without temporal pro
gression) (Molenaar & Campbell, 2009). By equivalence, we mean that 
the distribution of the studied variables is similar for each person. Then, 
it does not matter which individuals we measure, they all have a similar 
data distribution generated by the same generating mechanism. By the 
same token, the stationarity criterion entails that it does not matter when 
we measure an individual, the distribution of the variable (i.e. mean and 
variability) is stable over time. 

Both of the aforementioned assumptions —stationarity and homo
geneity— are empirically unattainable (Fisher et al., 2018; Molenaar & 
Campbell, 2009). We know that psychological phenomena —like 
learning— vary across the population and continuously change over 
time. A vast body of empirical evidence has refuted such assumptions 
with a multitude of examples across the years (Molenaar, 2004; Richters, 
2021; Valsiner et al., 2009). For instance, Fisher et al. (2018) found 
significant differences between intra-individual and inter-individual 
variance in six different samples with six different experiments. The 
authors concluded that “the temptation to use aggregate estimates to 
draw inferences at the basic unit of social and psychological organ
ization—the person—is far less accurate or valid than it may appear in 
the literature” (p. E6113). The authors also added that the lack of group- 
to-individual generalizability poses a credible threat to research at large 
(Fisher et al., 2018). Thereupon, inferences made with group-based in
sights hardly —if at all— “apply to each and every individual in the 
population, or even to a majority of the individuals in a population” 
(Hamaker, 2012, p. 43). Assuming that what is true for the population in 
aggregate is true for the individuals is often referred to as an ecological 
fallacy (Fisher et al., 2018). It is therefore necessary to model the indi
vidual if our aim is to devise or generate person-specific insights. 

In contrast to group-level research based on aggregate data, idio
graphic research uses a person-specific approach to capture individual 
human processes based on single-subject data (Beck & Jackson, 2021; 
Molenaar, 2004). Idiographic methods achieve this goal by collecting 
several measurement points from the same individual that are enough to 
capture his/her intra-individual processes. The analysis is then per
formed for each individual separately. Given that this data is person- 
specific, the analysis reflects precisely and accurately the distinct per
son processes based on their particularities. 

This is not to imply that group-level population studies are useless. In 
fact, both group-level and idiographic methods serve different purposes. 
On the one hand, group-level or traditional statistics allow the inference 
of the general trends, e.g., what works for a considerable proportion of 
the population. Yet, we cannot know exactly whom —among the pop
ulation— the results apply to. On the other hand, idiographic methods 
allow us to understand the individual phenomena or what works for the 
very individual we are studying. Idiographic models cannot — and 
strictly so— claim generalizability beyond the studied individual 
(Howard & Hoffman, 2018). 
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The illustration in Fig. 1A offers a simplified representation of inter- 
individual data from different people (i.e., between-person group-based 
or nomothetic) and Fig. 1B shows intra-individual (within-person, 
idiographic or single subject) variance collected from the same person 
over time (Fig. 1B). Please note that all idiographic models (N = 1) rely 
on within-person variance and therefore, we use both terms inter
changeably in our study. Yet, within-person variance can also refer to 
studies with N > 1 (e.g., Saqr, 2023b). 

2.3. Previous research on within-person processes 

Despite the centrality of the “individual” or the “person” and the 
importance of the individual mechanisms of learning, there has been a 
“neglect” of within-person research in education (Murayama et al., 
2017). Existing research —although relatively scarce— has focused on 
studying the within-person processes to optimize between-person 
models but not the true person-specific idiographic (N = 1) models. 
For example, using multilevel models (MLM) Trautwein et al. (2009) 
found a positive relationship between doing homework and school 
performance. Similarly, Martin et al. (2015) used MLM to study the 
momentary within-person interplay between engagement and motiva
tion emphasizing the importance of temporal variation across time. 
Similar other studies have investigated the within-person variation of 
engagement (Bakker et al., 2015), emotional experiences (Webster & 
Hadwin, 2015), memory variations, and motivations, among others 
(Collie et al., 2020; L. E. Malmberg et al., 2013; Martin et al., 2020). 
Other methods, too, were used, like multilevel structural equation 
modeling to study the interplay between effort regulation and task 
values (Dietrich et al., 2017). While the aforementioned methods have 
brought valuable insights into the within-person variability, they do not 
capture the person-specific idiographic variance but they are rather 
“informed by and shrunk toward group-level averages” (Beck & Jackson, 
2021). In other words, they are group-based research optimized to better 
capture the variations within large samples. 

Recently, within-person research has emerged in education. Exam
ples include studies in which intensive longitudinal data has been used 
to capture the within-person variations in SRL (J. Malmberg et al., 2022; 
Saqr & López-Pernas, 2024). Saqr and Lopez-Pernas (2021) used dy
namic networks to capture the daily variation in a single student over a 
whole month. Recently, Saqr (2023a) used within-person variations of 
engagement to predict students' performance and reported that aug
menting traditional MLM with within-person models vastly improved 
predictive performance. Another study by the same author used psy
chological networks to compare average within-person networks with 
traditional group-based networks (Saqr, 2023b). The author reported 
that group-based engagement —while sharing similarities with within- 
person engagement patterns— shows stark differences across in
dicators. To that end, it is clear that within-person research is lacking, 
especially when it comes to predicting and explaining individual 

students' behavior. More importantly, research using N = 1 idiographic 
models is non-existent. 

2.4. Theoretical underpinning 

This study is grounded within the framework of self-regulated 
learning (SRL). Self-regulated learning may be defined as “an active, 
constructive process whereby learners set goals for their learning and 
then attempt to monitor, regulate, and control their cognition, motiva
tion, and behavior, guided and constrained by their goals and the 
contextual features in the environment” (Pintrich, 2000). The self- 
regulation process as the name implies revolves around the quintes
sential role of “self” whereby students regulate, control and adapt their 
learning. Further, self-regulation emphasizes self-directedness, self- 
control, autonomy, and the agency of the learner to make decisions 
about their goals, to choose the means of achieving such learning goals, 
and later to self-evaluate and adjust (Winne, 1996). Students' self- 
awareness of their learning enhances their learning and control (Pan
adero, 2017). 

Despite the emphasis on the individual in SRL and how the indi
vidual changes (controls, adjusts, or adapts), most of the existing 
research —if not all— has modeled aggregate group-level processes. In 
this study, we take a different approach that implements individualized 
models to predict and explain the person-specific processes. Namely, we 
examine the possibility of predicting students' effort regulation. Effort 
was chosen given its centrality as a determinant of task execution, stu
dents' learning, and its tight relationship with learning achievement 
(Biwer et al., 2023; Jaclyn Broadbent et al., 2023; Trautwein et al., 
2009). Besides, we explore the possibility of predicting other elements of 
self-regulation and determinants of achievements, namely, motivation, 
enjoyment, and meta-cognition (Heikkinen et al., 2022). 

3. Method 

3.1. Participants 

The participants of this study were students attending the last year of 
their secondary school in an international school in Finland. Students 
studied mathematics, science, languages, and social sciences among 
others. A total of 41 students were invited to the study during an in-class 
presentation; a total of 21 agreed to contribute for the duration of the 
study (45 days) by responding to a survey twice a day: once at school 
during the regular classrooms with permission from their teachers, and 
once at home (see next subsection for details). Weekends were excluded 
as they did not attend school. Three students dropped out and we 
excluded one student who had <30 responses. The remaining 17 par
ticipants responded to the survey a total of 821 times. The number of 
times each individual completed the survey ranged from 32 to 63 across 
the 45 days. Whereas the sample size may seemingly be small, it is 
considered adequate in within-person design in which the number of 
repeated measurements for every student is what matters (Maas & Hox, 
2005; Martin et al., 2015; Raudenbush & Bryk, 2002). 

3.2. Measurement 

The data collection instrument was designed to capture ecologically 
valid SRL data, i.e., SRL as it occurs in real life (school during lessons and 
home during studying). Several SRL instruments and protocols exist (e. 
g., questionnaires, log data, and interviews) with different temporal 
granularities (Jaclyn Broadbent et al., 2023; Panadero, 2017; Rovers 
et al., 2019). These existing instruments typically capture the stable 
aptitude of SRL using cross-sectional surveys that have items that read 
like “I always”, or “I regularly” or use the present tense to reflect an 
enduring habit like “I learn from my mistakes”. These instruments fall 
short of capturing the momentary or daily changes in SRL and are 
considered suboptimal if applied to daily data (Flake & Fried, 2020; Hall 

Fig. 1. A) Inter-individual variance measures across individuals (nomothetic) 
at the T3 time point. B) Intra-individual variance (within-person) measures 
from the same individual across different time points (idiographic). 
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et al., 2021). 
The data were collected using ecological momentary assessment 

(EMA) which is an intensive data collection technique wherein students 
respond to a questionnaire several times a day. The instrument was 
constructed in a way that each of the questions covers a construct (or 
single item measure) (e.g., motivation, goal-setting, or enjoyment) (L. E. 
Malmberg et al., 2016, 2013; Martin et al., 2015). This is a standard 
EMA research practice where, for instance, resilience (Gilmore et al., 
2019), well-being (Cheung & Lucas, 2014), burnout (Dolan et al., 2015), 
and self-efficacy (Hoeppner et al., 2011) are measures through single 
item questionnaires. Other instruments capture elements of engagement 
using single-item constructs (e.g., Manwaring et al., 2017; Martin et al., 
2015; Xie et al., 2019). Several studies have shown that these methods 
are as “reliable as their multi-item counterparts” (Allen et al., 2022, p. 
4). This is particularly true when “a construct is unambiguous or narrow 
in scope” (Allen et al., 2022, p. 1). More importantly, short surveys are 
more likely to encourage compliance and do not overburden students 
the way long surveys may do over multiple applications per day. 
Whereas there are some existing short surveys, they are validated for 
aptitude cross-sectional between-person data that are therefore inap
propriate for our context (Flake & Fried, 2020; Hall et al., 2021). 

Based on the aforementioned considerations, we built the Concise SRL 
Survey where every question captures a single construct or in other 
words, a collection of single-item questions that each captures a single 
construct (available from Saqr & López-Pernas, 2024). The Concise SRL 
Survey was built after an extensive review of nine existing SRL surveys 
(Jaclyn Broadbent et al., 2023; Jansen et al., 2018; Pichardo et al., 2014; 
Pintrich & De Groot, 1991; Rovers et al., 2019). A twelve-item ques
tionnaire was selected to cover the main phases of SRL planning, 
monitoring, effort, regulation, organizing, help-seeking, environment, 
time management, applying feedback, and self-evaluation, as well as 
emotions (anxiety and enjoyment) and motivation. Yet, some items were 
highly correlated and therefore, were combined into single items: 
planning and monitoring, effort and effort regulation, and feedback and 
self-assessment. The final items included: Effort (Effort + Regulation), 
Metacognition (Feedback + Evaluating), Motivation, Enjoyment, Planning 
(Planning + Monitoring), Environment, Help, Organizing, and Anxiety 
(Table S1; please refer to Saqr and López-Pernas (2024) for the full 
instrument). 

To ensure the content of Concise SRL Survey is validated, we per
formed content validity following the COSMIN methodology (a method 
for evaluating and ensuring the quality of research instruments) with a 
group of domain experts (five researchers) who assessed the contents of 
the questionnaire regarding relevance (to the construct of interest, 
target population, context, recall period, and options), the coverage of 
the key concepts, and the comprehensiveness (regarding the items 
coverage, instructions, and wording) (Terwee et al., 2018). Further
more, the questionnaire was administered to a class of 14 students 
—who are similar in age and in studies to our sample— who gave their 
opinions and input about the ease of response, relevance, understand
ing, and ambiguity of items, the possibility of distress or judgment to 
establish the face validity of the questionnaire (Allen et al., 2022). 

The questions in the Concise SRL Survey were presented on a scale of 
1–100 to capture daily variations as recommended in EMA studies 
(Shiffman et al., 2008; Wright & Zimmermann, 2019). The survey was 
distributed using an EMA-specialized app (Avicenna, https://avicenna 
research.com) that allows notifications to be sent at preset times (in 
our case 10:15 for school and 17:30 for home with minor variations). 
The scheduled times were chosen based on a conversation with the 
students and the teachers of the school. Furthermore, students were 
given a demonstration of the app and their questions were answered. 
Each student signed a detailed informed consent, and their parents and 
teachers were informed about the procedure. 

Besides the questionnaire items, we created time features to account 
for the relationship between students' responses in SRL variables and 
response time. The time features include two dummy codes for the time 

of day (morning and evening) and five for the weekdays (Monday 
through Friday). Next, we created cyclical trend variables by computing 
the cumulative time (in hours) from the first beep (i.e., response) to 
create linear, quadratic, and cubic time trends as well as one- and two- 
period sine and cosine functions across each 24-h period. These features 
were included to account for response time variations—which were not 
constrained by design— but will not be discussed in the present article 
due to their low value in explaining students' SRL. Interested readers 
may refer to the supplemental materials Fig. S1–S3 to compare the 
feature importance of psychological factors with that of time features. 

3.3. Outcome variables 

We use self-regulation to guide the data collection and analysis. In 
particular, our study explores the possibility of predicting key de
terminants of learners' performance based on their self-regulation using 
idiographic models. The reliance of our study on intensive daily mea
surements made it impractical to obtain students' grades twice daily as 
an outcome measure (note that an outcome needs to match the fre
quency of the survey). Therefore, we opted for outcomes that are both 
strongly associated with learning outcomes and reflect self-regulation 
and investment in learning tasks (Heikkinen et al., 2022; Panadero, 
2017; Schneider & Preckel, 2017). Given that predictions at the idio
graphic level are still new, it was decided to test different SRL behaviors 
to compare their predictability. As such the outcomes were: effort 
regulation (henceforth effort for brevity), metacognition, motivation and 
emotions. In particular, effort was chosen because it is an important 
measure of the energy that students invest in learning or studying. The 
choice was also motivated by the centrality of effort regulation as a 
determinant of students' performance (Cole et al., 2008; Schneider & 
Preckel, 2017). Further, effort is an observable and malleable disposi
tion that can be used as a target of support (Biwer et al., 2023). Targeting 
effort for support plays a “substantial role in increasing students' 
achievement” (Biwer et al., 2023; Stewart, 2008; Trautwein et al., 
2006). Additionally, we also explore the possibility of predicting other 
key elements of self-regulation, namely, motivation, enjoyment, and meta- 
cognition. We chose motivation because of its importance in driving 
students' self-regulation and its importance in planning, achievement of 
goals, and learning outcomes (Pintrich, 2000; Schneider & Preckel, 
2017; Urdan & Kaplan, 2020). Similarly, we also attempt to predict 
metacognition as a higher-order thinking skill that is tightly linked to 
cognitive engagement and applying deep-learning strategies. Lastly, we 
selected enjoyment as representative of emotion. 

3.4. Descriptive statistics 

Table 1 presents the descriptive statistics (mean and standard devi
ation) of each construct per student. For each student, the mean and 
standard deviation of each outcome were computed across all their re
sponses collected throughout the study for each outcome. We see stu
dents who are fairly constant, with small standard deviations across all 
outcomes (e.g., Participant 2); students who are highly variable, with 
high standard deviations across all outcomes (e.g., Participant 4), and 
students who are stable in some outcomes and fluctuating in others (e.g., 
Participant 17). 

3.5. Data analysis 

The data analysis included applying machine learning techniques to 
investigate: (a) the predictability of four SRL variables (effort, metacog
nition, motivation, enjoyment) at the individual level (Fig. 2 left) (RQ1a), 
(b) the variations in predictability among individuals (RQ1b), (c) the 
most influential features at the individual level and group (RQ2), and (d) 
the extent of individual differences in the importance of these features 
and how they compare to the traditional model (RQ3). 

To answer RQ1, we predicted the key SRL variables (effort, 
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metacognition, motivation, and enjoyment) using the items of the EMA 
questionnaire: effort, metacognition, motivation, enjoyment, planning, 
environment, help, organizing, and anxiety. Each outcome variable pre
dicted was omitted from its list of predictors. For instance, to predict 
effort we used all predictors except for effort, that is, metacognition, 
motivation, enjoyment, planning, environment, help, organizing, and anxi
ety. Missing data were imputed using the R package Amelia (Honaker 
et al., 2011). Due to the possibility of autocorrelation, correlations be
tween variables were tested for each student and variables with high 
correlations were removed. 

Guided by prior research that performed prediction using data 
captured through EMA and related techniques (Barrigón et al., 2017; 
Beck & Jackson, 2022; Hart et al., 2022; Kaiser et al., 2021; Soyster 
et al., 2021), we used three prevalent machine learning regression 
models: (a) random forest models (Kim et al., 2019), (b) elastic-net 
regression (ENR; Friedman et al., 2010), and (c) the best-items scale 
that is cross-validated, correlation-weighted, informative, and trans
parent (BISCWIT; Elleman et al., 2020). RF is an ensemble machine 
learning method that combines the predictions of several decision trees 
and therefore it is able to capture complex nonlinear relationships and 
handle high-dimensional data. ENR is a regularization technique that is 
effective in providing feature selection in the presence of high- 

dimensional data with potential multicollinearity (such as SRL di
mensions) (Soyster et al., 2021). BISCWIT is a correlation-based ma
chine learning technique that offers a simpler alternative to complex 
machine learning models while offering more parsimonious models with 
comparable —or sometimes even higher— performance especially for 
small samples and effects in the presence of high measurement error 
(Elleman et al., 2020; Kaiser et al., 2021). We used the feature selection 
methods that are most appropriate for each model (Barredo Arrieta 
et al., 2020; Soyster et al., 2021). In the RF model, feature importance 
was estimated using a permutation-based test where importance was 
quantified by the reduction in model fit before and after random shuf
fling of feature values. Larger decreases in model fit would suggest 
greater importance. In the ENR model, feature importance was deter
mined by the absolute regression coefficients. In the BISCWIT model, 
feature importance was determined by the absolute correlation coeffi
cient between the feature and the outcome variable. 

For the RF model, we used the R package parsnip (Kuhn & Vaughan, 
2023). We set the mode to regression, the engine to “ranger”, the 
number of trees to 1000, and specified 20 candidate parameter sets for 
tuning the model. For the ENR model, we also used parsnip; we set the 
mode to regression, the engine to “glmnet”, and specified 10 values for 
penalty and 10 values for mixture to make the regular grid. For the 
BISCWIT model, we used the implementation provided by the R package 
psych (Revelle, 2023). We set the best number of items from 3 to 21 (the 
largest possible value smaller than the number of predictors, 23) in in
crements of 3 to increase the speed of computation. We fixed the model 
parameters to be the same for each individual model and the general 
model to maximize the comparability of feature selection across in
dividuals. Otherwise, we would not be able to know if the observed 
differences in the selected features across participants are due to indi
vidual differences in self-directed learning or model parameter 
specification. 

Comparing the results generated by the three models provides us 
with a less biased understanding of the important features predicting 
each outcome and further allows us to choose the best-performing 
model. Given that we have several predictors, we chose methods with 
variable selection procedures and methods for reducing overfitting. In 
each of the methods, we used k-fold cross-validation and set k to 5. The 
out-of-sample prediction was evaluated by adjusted R-squared (adjusted 
RSQ) and root-mean-square-error (RMSE); neither performance metric 
has well-established cut-offs. 

The interpretability and explainability of machine learning models 
are critical in understanding the learning process, allowing nuanced 
feedback and insight into how the process works (Barredo Arrieta et al., 
2020; Khosravi et al., 2022). Therefore, we used methods to estimate the 
importance of each feature in each model (RQ2). We fit machine 

Table 1 
Descriptive statistics of each participant: Mean (Standard Deviation).  

Ppant. N Effort Metacognition Motivation Enjoyment Planning Help Environment Organizing Anxiety 

1  62  54.9 (11.4)  63.0 (5.5)  47.4 (22.7)  47.6 (18.8)  62.9 (7.8)  85.6 (9.0)  55.6 (13.4)  83.3 (10.0)  74.5 (11.9) 
2  59  87.2 (5.2)  89.4 (4.6)  88.2 (4.7)  88.1 (4.9)  85.6 (5.3)  87.4 (5.1)  88.7 (5.2)  88.0 (5.5)  88.7 (5.9) 
3  61  41.5 (22.6)  22.0 (21.6)  50.9 (23.2)  39.5 (23.8)  47.3 (24.6)  52.5 (24.5)  49.5 (26.0)  47.2 (26.7)  25.6 (22.0) 
4  59  68.2 (33.9)  64.1 (12.6)  45.7 (31.7)  75.6 (28.4)  88.3 (23.7)  92.2 (23.9)  89.7 (23.1)  84.9 (18.5)  32.1 (33.5) 
5  57  34.1 (25.5)  19.7 (15.1)  27.9 (26.8)  30.4 (25.5)  32.2 (27.0)  58.2 (38.7)  79.4 (31.1)  25.5 (23.0)  26.2 (34.9) 
6  57  53.7 (18.9)  59.4 (9.1)  54.0 (16.3)  53.4 (15.1)  66.1 (13.0)  92.3 (7.1)  87.6 (11.0)  72.5 (9.4)  77.0 (7.5) 
7  54  45.1 (13.9)  46.8 (6.9)  27.9 (14.4)  39.0 (14.4)  62.7 (10.3)  100.0 (0.0)  74.5 (9.3)  71.7 (9.3)  71.1 (17.9) 
8  50  49.5 (19.5)  55.7 (16.8)  45.4 (25.5)  52.2 (21.3)  51.2 (19.0)  63.4 (17.3)  66.6 (15.5)  56.3 (18.1)  41.4 (16.0) 
9  46  66.5 (7.5)  73.4 (6.1)  72.0 (9.0)  74.6 (9.1)  74.9 (6.5)  94.1 (3.0)  92.8 (5.1)  73.5 (6.9)  81.3 (5.1) 
10  44  60.6 (17.6)  47.9 (15.7)  33.5 (22.4)  43.5 (19.4)  59.8 (17.7)  25.9 (25.1)  67.3 (20.3)  57.6 (19.1)  28.0 (24.2) 
11  43  39.8 (21.3)  54.5 (15.8)  29.6 (20.9)  27.3 (18.9)  42.9 (19.9)  67.7 (31.2)  38.9 (34.4)  45.1 (17.2)  56.5 (18.5) 
12  43  66.5 (15.9)  54.4 (13.3)  70.9 (14.3)  63.7 (16.9)  71.4 (11.2)  54.2 (16.2)  75.8 (12.4)  72.9 (10.5)  65.8 (24.8) 
13  42  60.1 (14.3)  60.8 (11.9)  57.1 (17.5)  58.9 (14.5)  64.0 (14.0)  66.9 (13.2)  66.7 (14.5)  68.2 (11.4)  61.1 (14.1) 
14  40  63.1 (17.1)  55.5 (15.3)  61.3 (20.8)  55.7 (19.7)  65.8 (17.0)  57.1 (18.1)  73.2 (23.0)  64.6 (20.6)  40.4 (36.5) 
15  35  82.4 (15.0)  89.9 (9.4)  68.1 (33.4)  82.3 (25.4)  88.0 (10.8)  87.5 (13.9)  85.8 (15.5)  89.6 (10.5)  24.0 (27.9) 
16  32  42.6 (17.8)  43.6 (9.4)  38.1 (18.2)  49.8 (13.5)  50.2 (11.2)  61.4 (12.0)  52.8 (16.5)  49.9 (15.6)  68.2 (10.0) 
17  33  75.3 (33.1)  99.3 (2.7)  65.6 (37.5)  67.6 (32.6)  91.7 (18.1)  99.7 (1.7)  82.0 (21.1)  50.5 (29.1)  98.8 (4.8) 

Note. Ppant. = Participant. N = Total number of responses. 

Fig. 2. An illustration of the analytical plan: On the left, P1 to P7 are partici
pants, for each and every one of them, we operationalize three machine 
learning algorithms: Random Forest (RF), BISCWIT (Bis) and Elastic Net 
Regression (ENR). On the right we use the whole sample, for which we use the 
three aforementioned machine learning algorithms in a traditional general way, 
by averaging the data throughout the whole study for each student. 
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learning models to each participant to obtain idiographic models. An 
idiographic model is an N = 1 model that captures the within-person 
variance of a single individual using their own data to predict their 
own behavior (Beck & Jackson, 2022; Lavelle-Hill et al., 2023). In 
addition, we fit machine learning models to all available data to obtain a 
between-person general model for comparison using the same tech
nique, algorithms and outcomes for the idiographic models (henceforth 
referred to as the general model) (RQ3). In the result section, we only 
reported findings about the machine learning models selected by RMSE. 
The corresponding findings from models selected by RSQ can be found 
in the supplementary material Fig. S4 to S8. 

4. Results 

4.1. To what extent can idiographic machine learning models predict key 
elements of the learning process? (RQ1A) 

First, we examined how well idiographic models predicted SRL key 
behaviors (i.e., effort, metacognition, motivation, and enjoyment) using the 
remaining SRL variables for each person. Expectedly, we found that each 
of the three machine learning models had different average levels of 
predictive performance, as demonstrated in Fig. 3 where we show the 
descriptive statistics and distribution of RMSE and RSQ for each 
outcome and machine learning algorithm per person. When using RSQ, 
out-of-sample prediction performance was similar for all three models 
––albeit slightly higher for ENR (MRSQ = 0.25–0.45 for random forest; 
0.26–0.49 for ENR; 0.31–0.49 for BISCWIT). In general, the mean RSQ 

scores of models predicting effort were close to 0.50, being the highest 
among the four tested outcomes. In other words, effort was the most 
predictable outcome in all the models. The average RSQ for other out
comes ranged from 0.3 to 0.4, being lowest for metacognition which was 
the least predictable behavior. Taken together, the average RSQ for all 
models shows that all outcomes were fairly predictable —on average— 
and higher most of the time than prior studies (e.g., 0.27; Soyster et al., 
2021). Using RMSE to evaluate out-of-sample prediction, the ENR 
models outperformed random-forest and BISCWIT models (MRMSE =

0.98–1.1 for ENR; 11.43–18.59 for random forest; 13.71–22.46 for 
BISCWIT). 

4.2. Individual variations in model predictability differ across machine 
learning methods (RQ1B) 

RSQ had a wide range across each predicted SRL behavior for each 
student and model. For instance, when predicting effort using random 
forest, RSQ ranged from 0.07 to 0.95 across students, similar results 
were also found for ENR (range 0.02–0.9) and BISCWIT (range 
0.13–0.9). The mean value of RSQ for motivation was 0.4 (SD = 0.28) 
and ranged from 0.04 to 0.94 which shows that the motivation of some 
of the students was almost perfectly predictable (close to 1) while that of 
the others was almost impossible to predict (close to 0). Metacognition 
was the overall least predictable for students with an average of 0.26 
(SD = 0.19) and ranged from 0 to 0.64. Using the standard deviation to 
assess the variability of model performance, the ENR models detected 
less individual variation in RMSE than the other two models (SDRMSE =

Fig. 3. Plots of RMSE and RSQ as an indication of predictability across students and outcomes. Note: Final model fit index could not be computed in some cases, 
either because the outcome variable has a constant value in the test data or because none of the features were selected in some data folds. 
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0.38–0.55 for ENR; SDRMSE = 6.46–12.10 for random forest; SDRMSE =

7.02–13.14 for BISCWIT), as shown in Fig. 3. In comparison, when using 
RSQ, all three models detected a similar amount of individual variation 
in model performance (SDRSQ = 0.17–0.30 for random forest; SDRSQ =

0.19–0.28 for ENR; SDRSQ = 0.23–0.31 for BISCWIT). 
On the level of individual students, some of them were highly pre

dictable across all SRL behaviors and algorithms while others —a 
minority— were hard to predict with any model. For instance, using the 
ENR model, Participant 2 was highly predictable across all outcome 
variables and algorithms, the RSQ for Motivation was 0.91, 0.9 for Effort, 
0.74 for Metacognition, and 0.63 for Enjoyment. On the contrary, 
Participant 5 was fairly unpredictable, whereby the RSQ for Effort was 
0.02, for Enjoyment was 0.003, for Motivation was 0.29, and for Meta
cognition was 0.26. Given the superior performance of ENR with RSQ 
and RMSE, we will use it as the main model going forward to report our 
findings. 

4.3. Individual variation in feature importance (RQ2) 

Given that ENR models outperformed the other two algorithms, the 
presented results will be based on ENR. We present the results of the 
prediction of effort with more space and emphasis as it is the important 
variable that indicates students' investment in learning and regulation. 

Similar to the variability in predictability (RQ1), yet more pro
foundly, the important explanatory predictors varied for each student, 
for each outcome, and for each algorithm (RQ2) as illustrated in Fig. 4 
which presents the top five predictors for each student. For Participant 
10, planning was the single most important predictor of effort while other 
predictors (organizing, environment, metacognition, and anxiety) contrib
uted little to predicting effort. In contrast, for Participant 4, motivation 
was the most important predictor of effort and other predictors (anxiety, 

help, planning, and organizing) made important contributions to effort 
prediction. In total, planning was the most important predictor of effort in 
6 students (35.3 %), motivation was the most important in 4 students 
(23.5 %), anxiety, seeking help and organizing were the most important in 
2 students (11.8 %), and metacognition was for 1 student (5.9 %). Among 
the 5 most important predictors, planning was the most frequent pre
dictor and appeared among the top 5 predictors in 16 out of the 17 
students (94.1 %). Anxiety was the second most frequent predictor 
appearing on the top 5 predictors in 14 students 82.3 %, environment, 
and metacognition appeared 10 times (58.8 %), enjoyment, help, and 
motivation were in 9 students (52.8 %), and organizing in 8 students (47 
%). Most strikingly, the same order of predictors was not shared by any 
two students for the same outcome and algorithm, pointing out the vast 
diversity among students. 

Furthermore, Fig. 5 presents the percentage of individuals for whom 
the presented features were in their top five important features that 
predicted effort, metacognition, motivation and enjoyment. Across algo
rithms, the most commonly shared feature was planning in predicting 
effort; enjoyment in predicting metacognition and motivation; and moti
vation in predicting enjoyment. These aggregated results from the indi
vidual models were relatively close to the general model —the aggregate 
traditional model which combines data from all students— for the top 
feature (see Fig. 6). Yet predictors differed significantly for the rest of the 
features (from the second predictors onwards). For all three algorithms, 
about only a third of the features were shared by <50 % of all students. 

Additionally, we aggregated the feature importance scores of all 
students in Fig. 6 to compile the average importance. Comparing the 
median value of each density distribution, Fig. 6 suggests that on the 
aggregate level, planning was the most important predictor of effort, 
enjoyment was the most important predictor of metacognition and moti
vation, and motivation was the most important predictor of enjoyment. 

Fig. 4. The top five features that predicted Effort for each participant using the ENR algorithm for each student. Please note that no two students share the 
same order. 
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Again, not a single student had the same order of features as in Fig. 6. 

4.4. Results from the general machine learning model (RQ3) 

To compare the performance of the idiographic models with the 
general machine learning models, we fit a general model to all available 
data of all students. Similar to individual models, ENR outperformed the 

other two algorithms according to RMSE. All three algorithms per
formed similarly well when comparing RSQ values. The general ma
chine learning model performed better than any individual models with 
better RSQ which ranged from 0.5 to 0.73, see the detailed performance 
of each outcome and algorithm in Fig. 7. Fig. 8 shows that planning was 
the most important predictor of effort, anxiety was the most important 
predictor of metacognition, effort was the most important predictor of 

Fig. 5. Percentage of individuals for whom the presented features were in the top five important features in their individual models.  

Fig. 6. The figure shows the aggregate absolute value of importance scores (x-axis) of each feature across all students (results from ENR individual models selected 
by RMSE). The direction of the effect is not depicted in the figure. Time features were included in the machine learning models but were NOT depicted in this 
visualization. 
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motivation, and metacognition was the most important predictor of 
enjoyment. Interestingly, the top five predictors differed from the indi
vidual models, as well as from the aggregated model in Fig. 6. Most 
importantly, not a single student shared the exact five predictors as the 
general model. 

5. Discussion 

For several decades, educational researchers have harnessed the 
power of prediction to test theoretical models, optimize students' 
learning, and forecast learning outcomes (Cornog & Stoddard, 1925; 
Kelley, 1914). Yet, prediction has been elusive, hard to transfer or 
generalize across contexts —let alone replicate (Conijn et al., 2017; Saqr 
et al., 2022). Our study took a radically different approach based on the 
latest insights that recommended modeling the individual where the 
learning process takes place (Bryan et al., 2021; Saqr et al., 2024). 
Instead of using others' data to devise an aggregate average that is 
supposed to work for some —and hopefully many; we used data 
collected from the same individual, created a unique individualized 
predictive single-subject or idiographic model for every individual, and 
evaluated them. 

5.1. Idiographic models 

First, our study establishes an important finding: idiographic models 
are tenable, informative, and can deliver individualized predictions and 
possibly personalized support for most students. Notwithstanding the 
variability, all the tested outcomes were reasonably predicted in a 
considerable number of students. These findings speak to the potential 
of idiographic machine learning models for delivering personalized 
explainable insights to students based on their own data that may 
possibly work better than relying on others' data (Beck & Jackson, 2022; 
Hamaker, 2012; Soyster et al., 2021). This performance is notable given 
that the daily behavioral variations —predicted by the idiographic 
models— are fluctuant and harder to predict when compared to the 
“broad patterns that slowly change” (Inzlicht et al., 2021, p. 331) that 
are predicted by traditional models (Soyster et al., 2021). The difference 

is analogous to weather and climate: daily weather patterns are harder 
to predict compared to the climate seasonal patterns (Inzlicht et al., 
2021). 

There is certainly a tradeoff between the specificity of insights (the 
idiographic approach), and the scale and breadth (the group-level 
analysis) (Howard & Hoffman, 2018). Idiographic models are person- 
specific and therefore, are not warranted to be generalizable. Of 
course, the idiographic models are costly. Instead of creating a single 
machine learning for the entire sample, we created an individual algo
rithm for each and every individual. This entails frequent data collec
tion, analysis and reporting for each individual. 

Through the development of unobtrusive and passive data collection 
—e.g., from digital sources and sensors—, data can be collected on a 
local device, analyzed, and presented to the student. In that context, 
analytics is a bottom-up approach where students collect their own data, 
have it analyzed on their own devices, and become the sense-makers 
themselves or elect to consult educators for help (López-Pernas & 
Saqr, 2021). Guided by the positive effects in other fields, for instance, 
how activity trackers improved health for users who followed their 
physical health with fit bands, individualized tracking of learning may 
facilitate students' learning, autonomy, and self-directedness (Brick
wood et al., 2019; Saqr & Lopez-Pernas, 2021). Furthermore, a bottom- 
up approach could offer more privacy as the data will not leave the 
student's device (López-Pernas & Saqr, 2021). 

5.2. Variability among students 

Whereas students were individually predicted, their predictability 
varied from each other, and from the general model (i.e., the traditional 
model that has all data combined). Some students were perfectly pre
dictable and some —a minority— were impossible to predict. Even in 
the case of predicting effort regulation —which was the most predictable 
behavior— still, two students were unpredictable with all algorithms. 
This could be explained by individual characteristics, survey reporting 
problems, unmeasured factors or algorithm performance (Greene et al., 
2022). Indeed, the fact that some individuals defy predictive algorithms 
and are impossible to predict is becoming increasingly reported in the 

Fig. 7. Model fit indices of the general models.  

Fig. 8. Top five predictors of the general models predicting each focal outcome.  
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literature (Greene et al., 2022). Future research should possibly inves
tigate those unpredictable students and find better ways to offer them 
support based on their unique characteristics. 

Surprisingly, not a single student shared the same order of the top 
predictors for any outcome with another student. This finding un
derscores the stark differences between students and the peculiarities of 
each student's approach. Even more surprising was our finding that not a 
single student shared the same order of top predictors with the general 
model or the aggregate model (created by averaging the top individual 
predictors across all students in Fig. 6). These findings are telling loud 
and clear that students are essentially different, and an “average” is 
surprisingly rare and often does not match any student, let alone the 
majority of students as always claimed. Therefore, if personalization or 
understanding the individual processes is our goal, then, it stands to 
reason that we use person-specific methods. 

This is not to discredit traditional statistics or dismiss findings from 
methods based on group-based research. Traditional methods remain a 
fair approximation and representative of any phenomena that would 
apply to many students at least partially. Recall that planning was the 
most important variable in predicting effort regulation in the general 
model (traditional statistics), it was also the most important predictor in 
around a third of the students and appeared among the top 5 in all 
students except one. In that way, traditional methods can answer the 
question of what works, but will fall short when it comes to which 
specific individual the results would work for or apply to. Shall we seek 
to personalize or understand individual students, idiographic methods 
must be the answer (Howard & Hoffman, 2018). 

The variability demonstrated in our study for each person, each 
outcome and each algorithm contradicts the homogeneity premise 
(Beltz et al., 2016). Some students were driven by motivation, some by 
planning, some by anxiety, and others were not predictable in any way 
and did not conform to the postulated theoretical models (Heikkinen 
et al., 2022). Such inconsistency could be a major factor behind the 
inconsistent generalizability of SRL research findings (Bryan et al., 2021; 
Moeller, 2021). In such cases, the components of the blend of students 
determines the directions of the results: if the sample has a large pro
portion of students who are motivation driven, the results will confirm 
the theory about motivation. 

To the best of our knowledge, this is the first study to investigate 
idiographic machine learning in education and therefore, a comparison 
with another study is not possible. The closest studies to our work come 
from recent studies in psychology. Beck and Jackson (2022) studied the 
utility of idiographic machine learning for the prediction of procrasti
nation, loneliness, and studying among university students; the authors 
were able to accurately predict students' behavior with “a striking de
gree of prediction accuracy across participants” (p. 1767). Similar to our 
study, the authors reported great variations in “every aspect of the 
models —in accuracy, in feature sets, and in the importance of specific 
features” (Beck & Jackson, 2022, p. 1779). Another study by Soyster 
et al. (2021) investigated drinking behavior among college students 
using idiographic machine learning models. Similarly, the authors re
ported high predictive accuracy as well as great variability in predictors 
—that resulted in “a unique number and combination” (p. 303)— and 
accuracies for each student. It is worth noting that both of the afore
mentioned studies predicted a binary outcome, which is far easier than a 
continuous outcome. 

5.3. Implications for theory and practice 

Oftentimes, SRL theoretical models hypothesize learning processes 
occurring within the individual or the self (e.g., self-reflection, self- 
control, self-monitoring etc.). Yet, modeling of such processes is per
formed by aggregating across a group of individuals (Curran & Bauer, 
2011; Inzlicht et al., 2021; Saqr & López-Pernas, 2024). In order to 
capture the “self” processes (i.e., the intra-individual mechanisms) and 
reconcile the “mismatch” between the implausible homogeneity 

assumptions —that individuals are the same— and the actual realities of 
heterogeneity, within-person methods are therefore necessary (Richters, 
2021; Saqr et al., 2024). As Winne (2017) argues, a model based on 
group-based data “poorly forecasts what any individual learner can 
expect” (p. 6). 

In this study, we demonstrated a method for modeling the person- 
specific SRL processes that can provide a reliable answer to modeling 
the hypothesized individualized mechanisms. Idiographic models 
offered the precise determinants of the learning process for each person 
without being tainted with others. In doing so, we provided a viable 
alternative to the well-tested models that rely on aggregate between- 
person which has so far fallen short. These results can be used to offer 
personalized support, help students understand and improve their 
learning. More importantly, the results pave the way for a bottom up 
learning analytics system whereby a student can implement on their 
own (López-Pernas & Saqr, 2021). 

6. Conclusions 

Our study has shown that idiographic single-subject machine 
learning models are tenable, informative, and can accurately capture the 
individualized students' mechanisms. The person-specific methods 
demonstrated in our study can offer precise individualized insights 
about learners, support, and possible precise intervention. Since person- 
specific methods require only a single student, they can be applied to 
courses of any size. In doing so, our study can be considered a step- 
forward in delivering precision education in line with the growing 
calls in other fields, e.g., precision medicine. 

Predictions varied vastly across students regarding accuracy and 
predictors and the general average model did not match any student 
regarding the predictors' order. What is more, we report here that we 
found a minority of students who were highly predictable across all al
gorithms and others who were unpredictable regarding any outcome 
and with all the algorithms we tried. 

6.1. Limitations 

Our study has limitations that can be attributed to the data collection 
method, analysis, and context. First, self-reports can be subjective: some 
students may not respond accurately by under- or overestimating their 
responses. Self-reports are also prone to recall bias. Still, EMA is known 
as being less prone to recall bias because it is applied in real time to 
capture experiences as they happen (and therefore is ecologically valid). 
Furthermore, we used the survey two times a day. It is unclear that this is 
the best strategy and frequency of data collection given that there is no 
research about the optimal frequency. It is possible that some of our 
models may improve with frequent data collection. Nevertheless, there 
is always a balance between frequency and burdening students. The 
models we have chosen were selected based on previous research and 
suitability for the purpose of analysis. Yet, it is possible that some other 
techniques may result in improved accuracy in one or more of the pre
dictions. The sample, while not small on the idiographic level (i.e., our 
data captures reasonable information about each student), is not a large 
sample that can represent the population. In other words, our results are 
limited to each and every student in our study (and that it is indeed our 
goal to create single-subject models) and does not generalize —or at 
least should not be deemed— applicable to any other student. 

Most importantly, our study can be viewed as a proof of concept: a 
test of the possibilities, challenges and limitations. Our main goal in this 
article was to demonstrate the process. The findings, being person- 
specific, may not apply widely, but the process of the explainable 
models applies to any scenario where enough data exists for under
standing and optimizing the person-specific behavior. 

We focused on effort as the main predicted outcome as a determining 
factor for learning and learning outcomes. Yet, an arguably better way 
would have been to use some kind of assessment of learning on daily 
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basis. Yet, this is far from practical and largely exhausting to test stu
dents several times a day. In this study we tested several outcomes as 
demonstration of the feasibility as an ancillary to our experiment. 
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Saqr, M., Jovanovic, J., Viberg, O., & Gašević, D. (2022). Is there order in the mess? A 
single paper meta-analysis approach to identification of predictors of success in 
learning analytics. Studies in Higher Education, 1–22. https://doi.org/10.1080/ 
03075079.2022.2061450 

Saqr, M., & Lopez-Pernas, S. (2021). Idiographic learning analytics: A single student 
(N=1) approach using psychological networks. In Companion proceedings 11th 
international conference on Learning Analytics & Knowledge (LAK21) (pp. 397–404). 
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